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The Analytic Form of the Forecast Function

Beyond the reach of the starting values, the forecast function can be rep-
resented by a homogeneous difference equation. The unit roots can be incorpo-
rated within the analytic solution of the difference equation. In the long run,
the unit roots dominate the solution.

In general, if d of the roots are unity, then the general solution will comprise
a polynomial in ¢ of order d — 1.

Example. For an example of the analytic form of the forecast function, we
may consider the Integrated Autoregressive (IAR) Process defined by

(30) {1-(1+¢)L+ oL }y(t) =e(t),

wherein ¢ € (0,1). The roots of the auxiliary equation 22 — (1 + ¢)z + ¢ = 0
are z = 1 and z = ¢. The solution of the homogeneous difference equation

(31) {1—(1+¢)L+ ¢L*}g(t + h|t) =0,
which defines the forecast function, is
(32) §(t+ hlt) = c1 + c29”,

where c¢; and ¢y are constants which reflect the initial conditions. These con-
stants are found by solving the equations

Y1 =c1 + 20t
(33)
Yt = c1 + Ca.

The solutions are

m and Co2 = L(yt - yt—l)'

(34) C1 — 1_¢ ¢_1

The long-term forecast is §y = ¢; which is the asymptote to which the forecasts
tend as the lead period h increases.

The figure overleaf shows the trajectory of an IAR process together with
the corresponding forecast function and its confidence bounds.
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The sample trajectory and the forecast function of an
integrated autoregressive process (1 — 0.9L)Vy(t) = e(t).



